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Goal: Minimize the regret
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Maybe the most natural approach is to estimate first the expected rewards for all arms
and then use the maximum.

Remarks:
• 𝑁 will be chosen later as a function of 𝑇, 𝐾. 

Let’s analyze the regret for Explore-first algorithm!
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Remarks:
• Same regret as before but for all rounds!

Can we do better? Yes, adaptive exploration!
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How to define ”one arm is much better” exactly?

However 𝒏𝒕(𝒂) should not be fixed (r.v)… Samples
Are not independent anymore!
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Much better than before!
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Remarks:
• The proof is almost the same as before. Try to prove it alone.



Conclusion

• Introduction to Multi-armed bandits.

– Explore-first.

– Epsilon-greedy

– UCB Elimination

• Next lecture we will talk more about 
Exploration-Exploitation tradeoff.


